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Recap: Supervised vs Unsupervised Learning

Supervised Learning

Data: (X, y)

X = input/feature/image/…

y = label/target

Unsupervised Learning

Data: X

Just X, no labels

Learn about the structure of the data, 
i.e. P(X)

…..



So let’s always use Supervised Learning?

Supervised Learning

Data: (X, y)

X = input/feature/image/…

y = label/target

Cookie cutter Supervised Learning:

1. Collect a large set of data (images..) 
as the “training set”

2. Label each one as cat / dog / monkey 
/ …

3. Train a model mapping image to label

4.  Go forth and classify the world with      !



Data Annotation

Supervised Learning first requires labeling a very large amount of data 

Slides from Andreas Geiger, MPI Tubingen

https://uni-tuebingen.de/fakultaeten/mathematisch-naturwissenschaftliche-fakultaet/fachbereiche/informatik/lehrstuehle/autonomous-vision/lectures/computer-vision/


Labeling image categories - “easy” until ….

● Over 120 dog categories 
in ImageNet dataset for 
image classification

● Non-expert human labelers 
may not be aware of these 
fine-grained differences, 
leading to labeling errors

Slides from Andreas Geiger, MPI Tubingen

https://uni-tuebingen.de/fakultaeten/mathematisch-naturwissenschaftliche-fakultaet/fachbereiche/informatik/lehrstuehle/autonomous-vision/lectures/computer-vision/


Dense Semantic and Instance Labels

“Cityscape” dataset: Labeling every pixel as person/road/sidewalk …

Annotation time 60-90 minutes per image
Slides from Andreas Geiger, MPI Tubingen

https://uni-tuebingen.de/fakultaeten/mathematisch-naturwissenschaftliche-fakultaet/fachbereiche/informatik/lehrstuehle/autonomous-vision/lectures/computer-vision/


Annotate everything - expensive, doesn’t scale!

Slides from Andreas Geiger, MPI Tubingen

https://uni-tuebingen.de/fakultaeten/mathematisch-naturwissenschaftliche-fakultaet/fachbereiche/informatik/lehrstuehle/autonomous-vision/lectures/computer-vision/


Motivation - Humans learn with sparse signal

Provided with very few “labeled” examples (someone pointing something out to us 
explicitly), we can generalize quite well.

Slides from Andreas Geiger, MPI Tubingen

https://uni-tuebingen.de/fakultaeten/mathematisch-naturwissenschaftliche-fakultaet/fachbereiche/informatik/lehrstuehle/autonomous-vision/lectures/computer-vision/
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● Given a small amount of labeled data
● Given (usually) large amount of unlabeled data
● Can          help us in getting a better model?

What is a good decision 
boundary for these points?



Semi-supervised Learning

● Given a small amount of labeled data
● Given (usually) large amount of unlabeled data
● Can          help us in getting a better model?

What is a good decision 
boundary for these points?
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Semi-supervised Learning

● Given a small amount of labeled data
● Given (usually) large amount of unlabeled data
● Can          help us in getting a better model?

Now we see 
some unlabeled 
data points ….



Semi-supervised Learning - intuitions

● Unlabeled samples tell us about P(X), which is useful in the predictive 
posterior P(y | X)



Semi-supervised Learning - definitions

● Smoothness assumption: if x1, x2 are close, labels y1, y2 are also “close”
● Low-density separation: x1, x2 are separated by low-density, labels are not 

close
● Cluster assumption: points in same cluster likely to have same label



Semi-supervised Learning Approaches

● We will look at two specific approaches to semi-supervised learning
● Self-training or pseudo-labeling

○ Age-old method
○ Surprisingly good with modern deep learning methods

● Distillation and Student-Teacher
○ Take the predictions of a “teacher” model
○ Use this to train a “student” model
○ Useful in supervised and semi-supervised applications



Self-training

● Assume: one’s own high confidence predictions are correct! 

● Train model     on      

● Use      to  predict “pseudo-labels”  on  

● Add                            to labeled data

● Repeat

Based off  Joelle Pineau’s COMP-551

https://www.cs.mcgill.ca/~jpineau/comp551/schedule.html


Self-training - variations

● Assume: one’s own high confidence predictions are correct! 

● Train model     on      

● Use      to  predict “pseudo-labels”  on  

● Add                            to labeled data

● Repeat

1) Add only a few most confident 
predictions on Xu

2) Add all predictions on Xu
3) Add all predictions, weighted by 

the confidence of the prediction 
….Based off  Joelle Pineau’s COMP-551

https://www.cs.mcgill.ca/~jpineau/comp551/schedule.html


Self-training advantages

● The simplest semi-supervised method!

● It’s a “wrapper” - the classifiers or models can be arbitrarily complex, we do 
not need to delve into those details to apply self-training

● Often quite good in practice, e.g. in natural language tasks

Based off  Joelle Pineau’s COMP-551

https://www.cs.mcgill.ca/~jpineau/comp551/schedule.html


Disadvantages of self-training?

Any guesses?



Disadvantages of self-training?

● Early mistakes can reinforce themselves
○ We have heuristic solutions, like discarding samples if the confidence of 

prediction falls below some threshold

● Convergence 
○ Hard to say if these steps of self-train and repeat will converge 

Picture from Pham et al. Meta Pseudo Labels



Distillation - the basic idea

● Transfer knowledge from a trained Teacher model (large/complex model 
or ensemble of models) to a smaller Student model by training it to mimic 
the teacher’s output.

Slides originally from Pavlos Protopapas, Advanced Practical Data Science 

https://harvard-iacs.github.io/2020-AC295/pages/materials.html


Distillation - the loss function

● We are already familiar with the cross-entropy loss for classification

Slides originally from Pavlos Protopapas, Advanced Practical Data Science 

https://harvard-iacs.github.io/2020-AC295/pages/materials.html


Distillation - Student-Teacher training

Slides originally from Pavlos Protopapas, Advanced Practical Data Science 

https://harvard-iacs.github.io/2020-AC295/pages/materials.html


Distillation - Student-Teacher training

Slides originally from Pavlos Protopapas, Advanced Practical Data Science 

https://harvard-iacs.github.io/2020-AC295/pages/materials.html


Distillation - may be applied to unlabeled data

Slides originally from Pavlos Protopapas, Advanced Practical Data Science 

https://harvard-iacs.github.io/2020-AC295/pages/materials.html


Distillation - design of the Teacher

● Goal: Improve the target quality (Teacher’s predictions) on unlabeled data
● Simple - model trained on labeled data (.. self-training + distillation)
● Better - keep an average of the saved student model at various iterations

Slides originally from Pavlos Protopapas, Advanced Practical Data Science 

https://harvard-iacs.github.io/2020-AC295/pages/materials.html


More pointers on SSL

● Semi-supervised Learning (SSL) is a vast area both in terms of ML 
theory and applications

● Other interesting methods in the deep learning era:
○ Entropy minimization: adds a loss that encourages the neural network 

model to make high confidence predictions (minimize “entropy”) on all 
unlabeled samples

○ Variations of Teacher/Student:  Mean Teacher, FixMatch, NoisyStudent …

Questions?

https://arxiv.org/pdf/1703.01780.pdf
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Self-supervised Learning

● Motivation: back to how humans learn (and we know already that having 
humans provide labels for everything is not realistic)

Slides from Andreas Geiger, MPI Tubingen

https://uni-tuebingen.de/fakultaeten/mathematisch-naturwissenschaftliche-fakultaet/fachbereiche/informatik/lehrstuehle/autonomous-vision/lectures/computer-vision/


Self-supervision - motivations

Slides from Andreas Geiger, MPI Tubingen

https://uni-tuebingen.de/fakultaeten/mathematisch-naturwissenschaftliche-fakultaet/fachbereiche/informatik/lehrstuehle/autonomous-vision/lectures/computer-vision/


Self-supervision - the basic idea

Slides from Andreas Geiger, MPI Tubingen

https://uni-tuebingen.de/fakultaeten/mathematisch-naturwissenschaftliche-fakultaet/fachbereiche/informatik/lehrstuehle/autonomous-vision/lectures/computer-vision/


Self-supervision - use unseen parts of data in training loss

Slides from Andreas Geiger, MPI Tubingen

https://uni-tuebingen.de/fakultaeten/mathematisch-naturwissenschaftliche-fakultaet/fachbereiche/informatik/lehrstuehle/autonomous-vision/lectures/computer-vision/


Example: Denoising Autoencoder

● Self-supervision to train a feature encoder (a simple linear classifier on top can work well)

Slides from Andreas Geiger, MPI Tubingen

https://uni-tuebingen.de/fakultaeten/mathematisch-naturwissenschaftliche-fakultaet/fachbereiche/informatik/lehrstuehle/autonomous-vision/lectures/computer-vision/


Self-supervision via Proxy Tasks

● The first attempts at self-supervision used proxy or pretext tasks like 
colorizing grayscale images, predicting the depth from a single image, solving 
jigsaw puzzles, etc.

● You can train a neural network on these tasks with just a bunch of images
○ No human-provided labels at all!

● Why would any of these tasks help, say, classify an image as an apple or a 
cat?

○ These tasks help the network learn about the structure of the data ( P(x) )
○ The self-trained neural networks can then be used as feature extractors, or fine-tuned, on 

downstream tasks like classifying images



Colorization for learning Visual Representations

● Given grayscale, predict the color channels
● Why does this help in learning about classes/objects?

Figures and images from Zhang and Efros, and Larsson, Maire and Shakhnarovich

https://richzhang.github.io/colorization/
https://people.cs.uchicago.edu/~larsson/colorization/


Learn Visual Representations from Jigsaw Puzzles

Slides from Andreas Geiger, MPI Tubingen

https://uni-tuebingen.de/fakultaeten/mathematisch-naturwissenschaftliche-fakultaet/fachbereiche/informatik/lehrstuehle/autonomous-vision/lectures/computer-vision/


Learning to predict image rotations

Slides from Andreas Geiger, MPI Tubingen

https://uni-tuebingen.de/fakultaeten/mathematisch-naturwissenschaftliche-fakultaet/fachbereiche/informatik/lehrstuehle/autonomous-vision/lectures/computer-vision/


● Use an existing off-the-shelf method to estimate the “relative depth” from two 
consecutive video frames (no human labels → “self supervised”)

Huaizu Jiang, et al. “Self-Supervised Relative Depth Learning for Urban Scene Understanding”

Predicting Depth for Urban Scene Understanding

Optical flow Depth

https://jianghz.me/projects/ssr_depth/


Predicting Depth for Urban Scene Understanding

● Compute relative depth on 1.1M video frames of YouTube “CityDriving” videos
● Train a neural network on this self-supervised task
● Fine-tune on downstream task: semantic segmentation of city streets

Huaizu Jiang, et al. “Self-Supervised Relative Depth Learning for Urban Scene Understanding”

Images

Baseline

Self-sup

This extra 
pre-training 
on massive 
unlabeled 
data helps!

https://jianghz.me/projects/ssr_depth/


Another task - 3D shapes and convexity

● Final Task: separate 3D objects (chairs, tables..) into parts (legs, back, handles…)



Approx Convex Decompositions and Semantic Parts

● Final Task: separate 3D objects (chairs, tables..) into parts (legs, back, 
handles…)

● Pretext Task: off-the-shelf package for “approximate convex decomposition”



More on the pretext task - approx convexity

● Pretext Task: off-the-shelf package for “approximate convex 
decomposition”

○ Get  a tonne of unlabeled 3D shapes
○ Run off-the-shelf “ACD” software to get decompositions
○ Train your favourite 3D neural network on this, and then apply on final task

http://www.cs.tau.ac.il/~noafish/wcseg/


Shape decompositions - the TL;DR version
● Why convex?

○ Man-made shapes efficiently assembled from convex or nearly-convex parts
○ Cognitive Science: Part-whole theory [Hoffman], Convex Patches, Geons [Biederman]

http://hpcg.purdue.edu/bbenes/papers/Demir18AM.pdf
http://cogsci.uci.edu/~ddhoff/HoffmanPartsAndWholes.pdf
https://www.bu.edu/bravi/files/2018/11/Vaina_BiolCybern_1990.pdf
https://en.wikipedia.org/wiki/Recognition-by-components_theory


[ECCV 2020]

Gadelha and RoyChowdhury, et al.

https://arxiv.org/pdf/2003.13834.pdf


Embedding of the ith point 
in the point cloud x

same component

different component

Pairwise loss over ACD components:
[ECCV 2020]

Gadelha and RoyChowdhury, et al.

https://arxiv.org/pdf/2003.13834.pdf


10-Shot Segmentation Results
[ECCV 2020]

Gadelha and RoyChowdhury, et al.

https://arxiv.org/pdf/2003.13834.pdf


Summary of self-supervision via pretext-tasks

Slides from Andreas Geiger, MPI Tubingen

https://uni-tuebingen.de/fakultaeten/mathematisch-naturwissenschaftliche-fakultaet/fachbereiche/informatik/lehrstuehle/autonomous-vision/lectures/computer-vision/


Contrastive Learning

● Designing the correct pretext-task for a particular downstream task is challenging

Slides from Andreas Geiger, MPI Tubingen

https://uni-tuebingen.de/fakultaeten/mathematisch-naturwissenschaftliche-fakultaet/fachbereiche/informatik/lehrstuehle/autonomous-vision/lectures/computer-vision/


Contrastive Learning

Slides from Andreas Geiger, MPI Tubingen

https://uni-tuebingen.de/fakultaeten/mathematisch-naturwissenschaftliche-fakultaet/fachbereiche/informatik/lehrstuehle/autonomous-vision/lectures/computer-vision/


Contrastive Learning

Slides from Andreas Geiger, MPI Tubingen

https://uni-tuebingen.de/fakultaeten/mathematisch-naturwissenschaftliche-fakultaet/fachbereiche/informatik/lehrstuehle/autonomous-vision/lectures/computer-vision/


Simple Framework for Contrastive Learning

Slides from Andreas Geiger, MPI Tubingen

https://uni-tuebingen.de/fakultaeten/mathematisch-naturwissenschaftliche-fakultaet/fachbereiche/informatik/lehrstuehle/autonomous-vision/lectures/computer-vision/


Simple Framework for Contrastive Learning

Slides from Andreas Geiger, MPI Tubingen

https://uni-tuebingen.de/fakultaeten/mathematisch-naturwissenschaftliche-fakultaet/fachbereiche/informatik/lehrstuehle/autonomous-vision/lectures/computer-vision/


Slides from Andreas Geiger, MPI Tubingen

Simple Framework for Contrastive Learning

https://uni-tuebingen.de/fakultaeten/mathematisch-naturwissenschaftliche-fakultaet/fachbereiche/informatik/lehrstuehle/autonomous-vision/lectures/computer-vision/


Contrastive Learning - Results on Image Classification

Slides from Andreas Geiger, MPI Tubingen

https://uni-tuebingen.de/fakultaeten/mathematisch-naturwissenschaftliche-fakultaet/fachbereiche/informatik/lehrstuehle/autonomous-vision/lectures/computer-vision/


More pointers on Contrastive Learning

● These slides give an overall idea of Contrastive Learning, and 
show the details of a single method – “SimCLR”

● Other variants include 
○ MoCO - MoMentum Contrast 
○ Barlow Twins
○ ….

https://ai.googleblog.com/2020/04/advancing-self-supervised-and-semi.html
https://arxiv.org/abs/1911.05722
https://arxiv.org/abs/2103.03230


Summary

● Creating labeled training data is time-consuming and expensive
● Semi-supervised approaches utilize both labeled and unlabeled data

○ Pseudo-labeling or self-training
○ Distillation applications like Mean Teacher …

● Self-supervision methods learn from (unlabeled) data alone
○ Then either fine-tuned or used as feature extractors on downstream tasks with 

limited labeled data
● Pretext tasks (colorization, rotation, jigsaw) may not always align well 

with target task
● Contrastive learning gives a more general way to learn these 

representations



Thank You

Questions?


